
k-means vs. GMM

Comparison of k-means and GMM iterations for the clustering of a set of data points, {xn}Nn=1.
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E-step: Allocate datapoints to clusters Update probability that component, k, generated the
data point xn:
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M-step: Re-estimate cluster centers: Calculating the estimated number of cluster members,
Nk, means, µk and covariance Σk and mixing coeffi-
cients, Pk.
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Stop: Based on no differences in set allocation. When the likelihood not increasing fast enough:
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